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Abstract. Data-center monitoring has been a critical subject of re-
search in recent years. Mobile robots have been successfully employed
in the industrial field to efficiently perform common tasks. In this pa-
per we report some preliminary results on the study and development of
a robotic system, in which a mobile robot equipped with a laser range
sensor and an IMU is able to autonomously navigate in a data-center
room for accurate monitoring of critical measurements, such as servers’
external temperature, humidity and other physical quantities. The robot
is able to autonomously create a map of a previously unknown room,
localize therein and execute a list of measurements at different locations,
which are provided by the user via a web graphical user interface (GUI).
The robot is able to find the best trajectory to reach the given locations,
while avoiding static and moving obstacles. The particular characteris-
tics of the data-center scenario introduce specific problems related to
map creation and localization using laser-based techniques (e.g., irregu-
lar surfaces as metal grids and high symmetry of the environment), which
must be properly taken into account and are discussed throughout the
paper. Preliminary experimental results show that the system is able to
create a consistent map of the environment, to correctly localize itself
therein and to follow a given path.

Keywords: mobile robotics, data-center monitoring, SLAM, localiza-
tion, path planning

1 Introduction

Service robotics refers to all robotics applications aimed at assisting or substi-
tuting human activities in tasks that are dangerous or repetitive and that do not
require human reasoning. Autonomous navigation techniques for mobile service
robotics have been widely studied in the last two decades [1].

Although laser-based state-of-the-art solutions for the different navigation
problems are well known in literature, few applications of these techniques have



2

been proposed in consumer or industrial environments, such as the case proposed
in [2].

In this paper, we propose an application of these techniques to the well known
problem of data-center monitoring. The data-center environment is a good ap-
plication scenario for a mobile robotic service: it is a mostly static environment,
presenting few moving objects and people. Moreover, data-center monitoring is
a problem that has not yet been completely solved. In fact, the scenario presents
some challenges, such as its symmetry and irregular surfaces. In particular, server
racks are usually covered with metallic grids, which are not well detected by a
laser range finder. On the other hand, vision-based systems have not yet proved
to be reliable enough for long-term industrial applications.

Data-center administrators have to guarantee privacy, robustness and avail-
ability of all servers at any time [3]. Due to the dimensions of a data-center room,
monitoring and diagnostics pose a very big challenge. In fact, data-centers are
among the most intensive energy consumption buildings [4, 5, 6]. In particular,
energy consumption goes to cooling systems that maintain the machines in safe
working conditions. In order to save energy, temperature is often kept as high as
possible. This increases the risk of hot spots and thus requires better accurate
monitoring of temperature and humidity. The dimensions of a typical data-center
room, makes it practically impossible instrument the whole environment. As of
now, a solution is to monitor the perimeters of the room, while other parts are
periodically inspected by human operators. This increases management costs.

This paper is organized as follows: in Section 2 we present some existing
solutions for data-center monitoring; in Section 3 we describe the proposed solu-
tion in detail; in Section 4 we present some preliminary results about navigation
performances in a real data-center scenario. Finally, in Section 5 we draw some
conclusions and present future activities.

2 Related Works on Data-Center Monitoring

Data-center monitoring refers to all the solutions aimed at measuring environ-
ment variables (usually temperature and humidity) in data-center rooms for
monitoring and diagnostics. It has been the subject of several research activi-
ties in recent years, devoted to reduce cooling and management costs, but at
the same time to reduce machine malfunctions caused by hot spots. Tradition-
ally, data-center rooms are controlled using Computer Room Air Conditioning
(CRAC) units aimed at pressurizing a room with cool air. In each room, servers
are organized in racks. A single server room contains hundreds of racks, each
containing tens of servers.

Early works about data-center energy management have been proposed in
[7, 8]. Some of the authors identify inefficiencies in data-center energy man-
agement and propose a smart cooling system based on localized cooling and
a distributed metrology layer to sense and control temperature and pressure.
Other works about efficient monitoring and control are proposed in [9, 10, 11,
12, 13]. However, most of these approaches require to instrument the data-center
with a complex sensing network and integrated control knobs. These solutions
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come with two big problems, that are scalability and management. In particu-
lar, the bigger the size of a data-center is, the more expensive is the sensing and
control interface. Moreover, periodical maintenance, verification and calibration
are required to ensure the perfect working. Even if some of the cited solutions
propose sensing topology that minimized the number of required sensors to mon-
itor the whole room, it is clear that scalability cannot be achieved using a static
monitoring network.

Mobile solutions have been proposed in order to solve scalability and manage-
ment problems. For instance, [14, 15] present a Mobile Measurement Technology
(MMT) with a mobile sensor cart, which can optionally be integrated with static
sensing, for spatially-dense data-center monitoring.

Recently, the use of robots has been proposed. In [16] the authors propose a
multi-robot system for data-center monitoring, where robots communicate each
other wirelessly. Localization is based on NFC Tags placed on the floor. However,
this solution requires physical intervention on the environment, i.e., placing the
NFC tags. The system does not adapt to changes in the racks position neither
is able to work in not instrumented rooms. Moreover, this solution does not
provide obstacle avoidance to allow the robots to safely move when people are
operating in the room.

In [17] the authors propose to use a low-cost autonomous robot for data-
center monitoring. In this solution the robot takes advantage of the standard
square tiles on the data-center floor for navigation. The robot tries to visit all
unobstructed tiles of the data-center. When it visits a tile, it stops in its center
and takes measurements. The solution guarantees a complete coverage of the
data-center room. The solution is not able react to moving obstacles, neither to
plan an optimized trajectory in order to measure only a subset of interesting
locations. Moreover, the full coverage approach is too slow to guarantee a good
monitoring of each area. Finally, this approach is strongly sensitive to the tiles’
color: it is not suitable with dark tiles as it would be very difficult to recognize
edges.

Differently from other mobile and robotic approaches, our solution guar-
antees is a complete reconfigurable system, that does not require any ad-hoc
intervention on the data-center room. Moreover, the use of state-of-the-art nav-
igation solutions allows the robotic platform to work also in dynamic environ-
ments when human operators are freely moving in the data-center room, and
also when changes in the topology of the room occur.

3 The Proposed Solution

This Section describes the proposed solution. The Section is so organized: Sec-
tion 3.1 summarizes the characteristics of the application scenario and introduces
some related issues; Section 3.2 analyzes the main architecture of the system;
Section 3.3 discusses the map creation phase, which is necessary to set up the
system; finally Section 3.4 discusses the localization algorithm.
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3.1 Application Scenario and Related Issues

The main goal of the proposed solution is the development of a relatively low-
cost robotic system characterized by high flexibility, i.e., which is able to operate
in an environment that can be initially unknown without any setup procedure
or ad-hoc intervention. For this reason, it is essential to analyze the main char-
acteristics of the working scenario.

The particular characteristics of data-center spaces introduce specific prob-
lems that must be tackled in order to assure safe and reliable laser-based au-
tonomous navigation. Racks containing servers are covered by a metal grid that
introduces noise into laser scanner distance measurements. The noise is due to
the fact that laser beams sometimes go through the holes of the grid. This phe-
nomenon introduces errors in mapping and localization. Moreover, new racks are
constantly added or removed, so that service robotic applications in data-center
monitoring areas have to deal with intrinsically dynamic environments.

Since the environment is initially unknown, the robot must be able to au-
tonomously create a map of the environment to be used for localization. High
symmetry of data-center rooms (data-center areas are organized as regular grids,
with rows of racks and corridors) poses issues for localization, and any localiza-
tion algorithm must be able to handle different localization hypotheses over
time.

Finally, since the rooms in which the system operates can be very large, the
algorithm should be suited for large-scale environments.

3.2 System Architecture

This Section illustrates the main architecture of the proposed solution. The main
functional blocks are shown in Figure 1 and described hereafter.

The proposed solution is based on two memory blocks: the Map Database
and the WP Database. The Map Database contains all the available maps
obtained by performing SLAM within each data-center room. When a map is
available, the user is able to set waypoints within the map, i.e., interesting points
where the robot have to perform some task, defined by the user too. Tasks are
actions that the robot have to perform at a specific waypoint, such as recording
temperature or capturing a thermal image of the nearby racks. To each way-
points, a set of tasks to be performed is associated. The user is also allowed to
set forbidden areas within the map, where the robot is not allowed to go into.
Forbidden areas, waypoints with associated tasks and the corresponding data
which is recorded by the robot are stored in the WP Database.

The Web User Interface is a web-based graphical user interface (GUI)
which shows the current map and the data stored in the WP Database to the
user, together with the actual position of the robot within the map, obtained by
the Localization block. Using the web interface the user is also able to create
new paths, by adding and deleting waypoints and associated tasks. An example
of the GUI is shown in Figure 2.

The Task Manager block is in charge of managing the path that the robot
has to follow. The path is composed by a list of waypoints allocated in the
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Fig. 1. The architecture of the proposed solution.

Fig. 2. The Web User Interface. On the left, the data-center room with some user-
defined waypoints. In the middle, temperature data and thermal image for the current
waypoint. On the right, the list of waypoints and associated tasks.

WP Database. Different tasks can be executed by the robot at each waypoint.
Finally, the block is in charge of collecting environmental data, captured by the
robot, and store them in the WP Database.

The Environmental Sensing Manager is in charge of collecting measure-
ments from the environmental sensors (e.g., thermal camera or thermal probes)
when they are required, and to transmit them to the Task Manager.

The Localization block performs localization and position tracking of the
robot within the map. It uses information coming from the Navigations Sen-
sors, i.e., the Laser Scanner, the Inertial Measurement Unit (IMU) and the
wheel Encoders.

Finally, the Path Planning block is in charge of finding the best trajectory
to reach each new waypoint. It receives as input the map of the environment,
sensors data, the estimated position of the robot and the next goal. It generates
a global trajectory and a local trajectory, which outputs velocity commands to
the rover. The global trajectory is the minimum distance path to reach the next
goal by avoiding static obstacles (racks) and forbidden areas; the local trajectory
is generated on the fly as the robot is moving by detecting moving obstacles with
the laser scanner by creating a rolling window around the position of the robot.
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The whole system has been developed using the Robot Operating System
(ROS) [18]. The different blocks are implemented as ROS nodes and can reside
onboard of the robot as well as remotely.

3.3 Map creation

Since the scenario in which the robot has to operate can be initially not known,
the ability to autonomously create a map of the environment is required. The
problem of map estimation in an unknown environment has been treated ex-
tensively in robotics, and the corresponding framework is usually referred to
as Simultaneous Localization and Mapping (SLAM). Mapping approaches are
required to be accurate, since a faithful representation of the environment is
necessary for robot localization and planning, and scalable, since a robot should
be able to map also medium and large-scale environments. In order to cope with
these requirements, in our system we use a novel solution to the SLAM problem
which is called pose graph optimization [19, 20, 21]. In pose graph optimiza-
tion, each node represents a pose assumed by a mobile robot at a certain time,
whereas an edge exists between two nodes if a relative measurement (inter-nodal
constraint) is available between the corresponding poses. Inter-nodal constraints
are usually obtained by means of proprioceptive sensors (odometry) or extero-
ceptive sensor-based techniques (scan matching, etc.). Given these contraints,
the objective of pose graph optimization is to estimate the configuration of the
nodes’ poses (pose graph configuration) that maximizes the likelihood of inter-
nodal measurements.

Odometric edges are built starting from the results of a combination of odom-
etry and scan matching (the translation estimation is given by odometry, while
the angular rotation estimation is given by scan matching), since in a corridor-
like environment the translation estimated by odometry could be more accurate
than the one estimated by scan matching. At each step the algorithm also checks
for possible loop closings using the same scan matching algorithm between the
current pose of the robot and all the candidates taken from the past poses. For
scan matching we use the Canonical Scan Matcher (CSM) algorithm described
in [22]. Each time one loop closing is found, we optimize the pose graph using the
linear pose-graph optimizer presented in [23] called LAGO (Linear Approxima-
tion for Graph Optimization). A number of consistency checks is implemented
during the constraint creation as well as after the optimization in order to discard
wrong constraints.

3.4 Localization

We use a modified version of the Adaptive MonteCarlo Localization (AMCL) al-
gorithm, originally proposed in [24], implemented in ROS. The algorithm main-
tains a probability distribution over the set of all possible robot poses, and up-
dates this distribution using data from a laser scanner. The algorithm requires
a pre-defined map of the environment against which to compare observed sensor
values.
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At the implementation level, the AMCL code represents the probability dis-
tribution using a particle filter. The filter is “adaptive” because it dynamically
adjusts the number of particles in the filter: when the robot’s pose is highly
uncertain, the number of particles is increased; when the robot’s pose is well
determined, the number of particles is decreased. This is a trade-off between
processing speed and localization accuracy.

Global localization In our version of the algorithm, global localization is also
possible, versus the original ROS implementation, which only implemented posi-
tion tracking. Global localization represents the problem of retrieving the robot
pose starting with no information on its initial pose. The particles of the particle
filter are thrown all over the empty regions of the map with uniform probability.
After an initial settling phase the algorithm then switches to position tracking.

Sensor fusion (IMU-corrected odometry) Another key improvement we
made is the fusion of wheel odometry and inertial measurement units for im-
proving the odometric trajectory estimation of the robot.

The problem of odometry drift is well known in the literature. Wheel odom-
etry, in particular when using 4 wheels drive rovers, is affected by large errors,
due to wheel slipping, encoders precision and approximations in the velocity es-
timation. In our experiments the Corobot 4WD robot showed large odometry
drift, in particular when the robot is turning. This is due to both approximations
in the internal odometry estimation and wheel slip. Experiments showed that,
due to this drift, AMCL localization was prone to failures, in particular when
the robot was turning.

We used the angular velocity measures given by a commercial IMU and
included them into the estimation of the velocities of the robot, by integrating
them alongside the measures given by wheel odometry. Since gyros are affected
by bias errors, we also do bias estimation by averaging their value whenever the
robot is not moving. We experimented with the internal IMU of the robot, but
we found out that its accuracy in heading estimation was not sufficient. So we
added an external IMU. This sensor, in combination with the developed ROS
node, performs better and is able to provide corrected heading estimation to the
localization algorithm.

3.5 Path planning

For autonomous mapping we developed a ROS implementation of the Virtual
Field Histogram (VFH+) obstacle avoidance algorithm [25]. This particular im-
plementation is tailored for use with a laser scanner. In our implementation
the robot always goes forward, while avoiding static and moving obstacles. This
behavior is usually called “wandering”.

For the actual path planning during normal operation we used the move base
package provided by ROS. It is a flexible two-level approach which is composed
by a global path planner based on Dijkstra graph search that is in charge of
generating a feasible trajectory from the robot position to the next goal, and
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Fig. 3. The robotic platform used in our application.

a local path planner which implements obstacle avoidance using the Dynamic
Window Approach (DWA).

4 Early Stage of Validation

This Sections presents preliminary results aimed at validating the proposed so-
lution when working in a real environment.

In our experiments, the Corobot Classic platform from Coroware was used. It
is a 4WD rover endowed with a variety of sensors, in particular: wheel encoders,
an internal IMU, a webcam, bumpers. A Hokuyo URG-04LX laser range finder
was added. We also used an external XSens MTI inertial measurement unit,
which proved to be more accurate than the internal one. The sensors used for
monitoring are two thermal probes at different heights and a thermal camera.
The robot is provided with homing capabilities to a docking station. In Figure 3
an image of the used robot platform is provided.

The scenario for our application is a data-center room, composed by free cor-
ridors and several rows of racks. The environment for this particular experiment
is challenging as most of the server racks are covered by grids, introducing large
errors in range measures, as laser rays are passing through the grids introduc-
ing measurement errors. Moreover, the symmetry of the environment poses a
challenge for loop closings detection.

We focused our preliminary experiments on testing the autonomous naviga-
tion performances. This task is of relevance because it ensures on the feasibility
of the entire system. Hence, the rest of this Section reports results demonstrat-
ing the ability of the robot of correctly mapping the environment and localizing
within also when running during long time periods.

4.1 Mapping results

We tested our algorithm using two different laser range sensors: an Hokuyo URG-
04LX and a SICK LMS-200. The Hokuyo has an angular range of 240◦ with an
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(a) (b)

Fig. 4. Effect of the grids on the laser range readings. (a) SICK LMS-200 (b) Hokuyo
URG-04LX. Due to better angular resolution, the Hokuyo is affected by measurement
noise due to metal grids covering the racks.

angular resolution of 0.46◦, but has a maximum distance range of 4.5m. The
SICK LMS-200 is more expensive, covers only 180◦ of range, with a resolution
of 0.5◦ or 1◦ and has a maximum usable range of 10m, with an absolute maximum
range of 32m and an error of 10mm at 32m. Before the final tests, feasibility tests
have been carried out to test the performances of laser range finders in presence
of challenging obstacles as the grids that can be encountered in the real data-
center. We found out that only the SICK laser scanner was able to give reliable
distance measures, while the Hokuyo laser scanner showed noisy data (Figure 4).

We then tested our SLAM approach on a typical data-center room. In our
approach the robot did not perform active exploration; instead it was moving
according to a simple wandering behaviour. Most of the server racks were cov-
ered by metal grids, thus making the scan-matching part prone to errors, as the
laser rays were sometimes passing through the grids introducing big measure-
ment errors. Moreover the symmetry of the environment posed a challenge for
loop closing detection. Finally, the presence of slippery grids on the floor intro-
duced large odometric errors. Nevertheless, the algorithm was still able to create
a consistent map of the data-center room. The result is shown in Figure 5.

4.2 Localization and path planning results

We tested localization and path planning inside the same room, using the map
created by SLAM. The robot was traveling during normal daily operations, in
presence of workers and changes in the environment (open rack doors, equip-
ment). In each experiment a path composed by a large number of waypoints was
created. The tasks associated with each waypoint were thermal camera image ac-
quisition and subsequent temperature measurement. Figure 6 shows the results of
a typical experiment. It can be noted that the robot correctly localized itself and
was able to follow the given path. Ground truth was not avaiable for estimating
localization accuracy, but Figure 6 shows how the covariance of the pose estimate
from the particle filter remains small over the whole experiment. We also mea-
sured localization accuracy. The average transtation error between ground truth
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(a) (b)

Fig. 5. Mapping results for the data-center room. (a) Resulting map using our ap-
proach; (b) Robot trajectory during mapping and graph constraints. Red and blue ar-
rows represent the trajectory; yellow lines represent orientation-only constraints; green
lines represent full-pose constraints.

(annotated by hand) and the localization estimate in three different wayponts
during the experiment was 0.2m, while the average angular error was 3.9rad.

5 Conclusion

In this paper we present an autonomous laser-based mobile robotic system for
heat monitoring in data-center rooms. The robot is able to operate in a previously
unknown environment, by autonomously creating a map of the environment.
Thanks to an ad-hoc web interface, an user is able to set waypoints within
the map. The robot is able to localize inside the map, to follow a path by
reaching each of the target points and to make environmental measurements.
The robot is able to find alternative ways to reach a waypoint if occluded and to
avoid moving objects or people. We discuss the practical issues involved with the
sensors that we used and the real scenario and showed some preliminary results.
Ongoing work is being devoted to exploiting sensor fusion between traditional
sensors and vision sensors, as well as to the development of a complete monitoring
application.
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